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Abstract

In this paper, we describe the current models in the main ensemble and give an overview of the
implemented algorithms.
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1 The dependent variable

The outcome that the model predicts is armed conflict as defined and compiled by the Uppsala Conflict
Data Program (UCDP, Gleditsch et al., 2002; Sundberg and Melander, 2013; Pettersson et al., 2021; Hegre
et al., 2020). The UCDP collects data on three types of conflict (see https://www.pcr.uu.se/research/
ucdp/definitions/):

State-based (sb) conflict The use of armed conflict over either government or territory between armed
actors in which at least one is a government of a state.

Non-state (ns) conflict The use of armed force between two or more organised armed groups, neither
of which is a government of a state.

One sided (os) conflict The deliberate use of armed force by the government of a state or by a formally
organised group against civilians.

The UCDP provides estimates for the number of persons killed in each of these three conflict types for
each of the conflict events they can document. We aggregate the fatalities across events into monthly
sums, for countries and for the PRIO-GRID cell structure (Tollefsen, Strand, and Buhaug, 2012a).

In the Fatalities 002 version all three types of conflict are used as input data but we only predict fatalities
from State-based violence. The dependent variable will soon be extended to include the other two forms
of violence. A more thorough description of the outcome variable can be found in Levels of analysis and
the dependent variables (Hegre et al., 2023b).
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2 Input Features

Fatalities002 is informed by data on hundreds of variables from data providers such as the Uppsala Conflict
Data Program (UCDP), Varieties of Democracy (V-Dem)(Coppedge et al., 2022), ACLED (Raleigh, Kishi,
and Linke, 2023), PRIO-GRID (Tollefsen, Strand, and Buhaug, 2012b), the World Development Indicators
(The World Bank, 2022), IMF (World Economic Outlook Database, 2019), FAO (Food and Agriculture
Organization of the United Nations, 1997), Mapspam (International Food Policy Research Institute, 2019),
SPEI1 (Vicente-Serrano, Beguería, and López-Moreno, 2010) and MIRCA (Portmann, Siebert, and Döll,
2010).

Based on these raw data variables, VIEWS also construct a suite of additional variables by applying data
transformations such as time and space lags, imputations to fill in for missing data, and other common
data processing techniques. Together, the raw and processed data variables informing the various VIEWS
models are referred to as features, which are grouped into feature sets based on; the overall theme they
relate to, the data provider(s) from which they are derived, and to optimize performance. An overview at
the country level is presented in Table 1 and at PRIO-GRID level in Table 2. The full list of input variables
and transforms can be found in the viewsforecasting repository, for country level see cm_querysets and
for PRIO-GRID level see pgm_querysets. For further details on transform please consult the source code
on VIEWS Transformations Library.

1SPEI data are drawn from the Global Drought Monitor (spei.csic.es)
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Model Feature set Description
Baseline qs_baseline Baseline feature set with a few conflict history features as well as log

population.
Conflict History qs_conflict A collection of variables that together map the conflict history of a

country
Extended Conflict His-
tory

qs_conflict_long A collection of variables that together map the extended conflict his-
tory of a country.

Democracy qs_vdem_short A collection of variables that capture democracy indices and the
strength of political institutions in each country, such as liberal
democracy, rule of law, equality, and the level of exclusion of social
groups in politics.

Development Indica-
tors

qs_wdi_short Measures of development as provided by the World Bank Indicators,
e.g., GDP per capita, infant mortality rate, and school enrollment.

News Topics qs_topics A collection of variables from the Mueller & Rauh (2018) topic model,
capturing conflict risks based on the share of certain topics in news
media.

Combined Extended qs_joint_broad A broad feature set that combines data from the topics data, varieties
of democracy variables, world development indicators and on conflict
history.

Combined Narrow qs_joint_narrow A narrow version of the joint broad set that combines a few variables
from the topics model, varieties of democracy variables, world devel-
opment indicators and on conflict history.

All Features qs_all_features A combination of baseline features from the conflict, topics, wdi, vdem
and aquastat sets

Water and Agriculture qs_aquastat A feature set that combines a number of variables on water availability
and agriculture from AQUSTAT

Food Security qs_faostat A collection of variables related to food security from FAOSTAT
Food Prices qs_faoprices A combination of food price indicators from FAOSTAT
GDP qs_imfweo A collection of features on past and predicted annual percentage

change of Gross domestic product

Table 1. Feature set descriptions country level of analysis
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Human name Feature set Description
Baseline qs_baseline Baseline features with a few conflict history variables as well as log

population
Extended Conflict His-
tory

qs_conflict_long A collection of variables that together map the sub-national conflict
history.

Drought qs_escwa_drought A combination of baseline conflict history and drought vulnerability
indicators

Natural and Social Ge-
ography

qs_natsoc Basline conflict set together with natural and social geography fea-
tures

Combined qs_broad A broad combination of important features from the other feature
sets

Conflict History qs_conf_history A broad set mapping out detailed sub-national conflict history
Tree lag Conflict His-
tory

qs_treelag A conflict history set using tree lag transforms

Space Time Conflict
History

qs_sptime_dist A conflict history set using spacetime transforms

Table 2. Feature set descriptions PRIO-GRID level of analysis

The input features can be divided into eight broad thematic categories of conflict drivers at the two levels
of analysis (read more about VIEWS levels of analysis in Hegre et al., 2023b).

At both country and PRIO-GRID level, the Conflict history thematic category captures the history of
conflict in each country and sub-national grid cell, e.g., the number of battle-related deaths per unit
and level of analysis, and measures of the temporal and spatial distance to recent conflict events. Data
providers are Uppsala Conflict Data Program (UCDP) and The Armed Conflict Location & Event Data
Project (ACLED). The Development category include measures of development as provided by the World
Bank (World Development Indicators) such as GDP per capita, infant mortality rate, and school enroll-
ment. Climate & societal vulnerability feature sets captures climate hazards and societal vulnerability
to these hazards, includingdrought indicators, reliance on agriculture, crop yields, precipitation, fresh-
water withdrawal, water management efficiency, and access to renewable resources. Data providers are
the United Nations Food and Agriculture Organisation (FAO), FAO AQUASTAT, PRIO-GRID, MIRCA,
MAPSPAM, SPEI Global Drought Monitor. Food security and access to basic needs include indicators of
staple food prices along with measures of food security and access to basic human needs, such as mean
food prices, food price inflation, undernourishment, access to clean water, and basic sanitation. These
data are provided by United Nations Food and Agriculture Organisation (FAO), FAOSTAT.

At the country level, the Political institutions, democracy category capture democracy indices and the
strength of political institutions in each country, such as liberal democracy, rule of law, equality, and the
level of exclusion of social groups in politics. The main data provider is Varieties of Democracy (V-Dem).
Economic growth, focuses specifically on historic and future economic growth, e.g., real GDP growth
per year and growth forecasts for the coming years using data from The International Monetary Fund
World Economic Outlook (IMF WEO). At the country level, VIEWS predictions as inform through News
monitoring based on the Mueller & Rauh topic model (Mueller and Rauh, 2022), which captures conflict
risks as drawn from a topic analysis of news media.

Exclusively on PRIO-GRID level, Natural and social geography captures terrain type, distance to natural
resources, demography, proximity to cities and country borders provided by PRIO-GRID.

Categorizing input data variables into feature sets is part of the standard data organization routines in
VIEWS, which greatly facilitates model development. Amongst other benefits, it allows us to call upon a
pre-determined set of features, which is maintained in a single location, when training our models. This
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minimizes the risk of human error when compiling the input datasets and greatly facilitates maintenance
of the model documentation.

3 Sub-models and machine learning algorithms

As a first step when training the model, each feature set is paired with an advanced machine learning
algorithm (Tables 3 and 4). We have explored a number of algorithms to relate the feature sets to the
outcome we seek to predict. Most of the models in Fatalities002 are tree-based models. With the exception
of the GLM Markov model, none of the generalized linear models we tried yielded good performance.
The Fatalities002 model uses two types of tree-based algorithms: Random forest (XGBRF Regressor,
RandomForestRegressor) and Gradient boosting (GradientBoostingRegressor), including Light gradient
boosting (LGBMRegressor) and Extreme gradient boosting (XGBRegressor). These algorithms are also
used in two multi-stage models, the hurdle models (Hurdleregression) and Hierarchical Markov models
(Markov_glm, Markov_rf).

For certain sub-models we use a PCA pre-processing function (Principle Component Analysis) to reduce
the dimensionality in the data. For more details on algorithms and hyperparameters please consult Model
Definitions.

Random forests XGBRFRegressor () or scikit’s RandomForestRegressor (), implementing the Random
Forest (Breiman, 2001) algorithm, an ensemble of decision trees, with each tree trained on a subset
of features and bootstrapped data – with the aggregate ensemble reducing.

Gradient boosting models scikit’s GradientBoostingRegressor(). Gradient Boosting Regressors (GBR)
are another ensemble method improving decision trees sequentially by training each iteration on the
residual of the past iteration. The algorithm starts by assigning equal weights to all data points. It
then iteratively changes the weights by increasing the weight assigned to difficult observations that
are misclassified, and lowering the weight for data points that are easy to classify or are correctly
classified.

Extreme gradient boosting XGBRegressor (n_estimators=100, learning_rate = 0.05). The model is
estimated using extreme gradient boosting (Chen and Guestrin, 2016). We use the XGBoost imple-
mentation, and performed an ’early-stopping’ routine to identify the optimal number of estimators
and learning rate parameters.

Light gradient boosting LightGBM (LGBMRegressor, n_estimators=100) is another gradient boost-
ing method based on decision trees to increase the efficiency of the model and reduce memory usage.
It uses novel techniques (One Side Sampling and Exclusive Feature Bundling) to overcome the lim-
itations of histogram-based algorithms. The Light Gradient Boosting works by retaining instances
that with larger gradients(those that contain more information but are under-trained) and randomly
dropping data-points with small gradients. This leads to a more accurate estimation than uniformly
random sampling.

Hurdle models As indicated by the study of the prediction outcome in Hegre et al. (2023b), most of
the observations in our input data have no recorded fatalities, and the distribution of the non-zero
observations are highly right-skewed. There are reasons to think that the data-generating process
that leads to whether a country or a grid cell has any fatalities at all is quite different from the
one that lead to subsequent fatalities (Fritz et al., 2021). Hurdle models take this into account
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by dividing the outcome into two variables, a dichotomous variable for whether there was non-zero
fatalities or not, and the log count of fatalities if there was at least one fatality. The model then
trains a classifier for the zero/non-zero distinction, and a regressor for the non-zero observations.
At the predict stage, the predicted number of fatalities is the product of the probability of non-
zero observations, and the expected number of fatalities given there is at least one, conditional on
the predictors. We have explored a number of variants of the hurdle models, using classifier and
regression versions of the tree-based algorithms described above.2

Markov_glm and Markov_rf Markov models are a more sophisticated formulation of the hurdle-
model idea that different models do well in different situations. The models use an observed Markov
modeling approach with four different latent states which produce fatalities, and where the forecast
of fatalities is conditional on the likelihood of the conflict state. The four conflict states used are the
same as in Randahl and Vegelius (2022a), that is, ‘peace’, ‘escalation’, ‘de-escalation’, and ‘conflict’.
Transitions between states are restricted such that each state only has two possible future states.
The transitions allowed are from peace to peace and to escalation, from escalation to conflict and
to deescalation, from deescalation to peace and to escalation, and from conflict to conflict and to
deescalation. The escalation and deescalation states are thus transient, as they do not allow transi-
tions to themselves. Transitions between states are modelled as a binary logistic regression model,
and the log number of fatalities conditional on the latent states are modelled using OLS regression.
The Markov_glm version use logistic and linear regression models, and the Markov_rf models
the transition between states using a random forest classifier, and the log number of fatalities condi-
tional on the latent states using a random forest regressor. For more details on the Markov modeling
approach, see (Randahl and Vegelius, 2022b).

4 Final ensemble – using “the wisdom of the crowd”

Much like a crowd tends to be wiser than the individuals composing it, prediction models that are informed
by a number of smaller and specialized sub-models are known to be more robust and generate stronger
predictions than single models. As a second step in the model training procedures, the sub-models above
are therefore combined into two groups or ensembles of models – one ensemble for each level of analysis.

Two different ensembling techniques were used for this purpose: The country-level ensemble model com-
bines the predictions from each of the sub-models using a genetic algorithm that assigns different weights to
the contribution from each model in order to maximise predictive performance. The sub-national ensemble
model, on the other hand, uses a simple unweighted average of the sub-model results. The ensembling
techniques above are motivated and described further in (Hegre et al., 2023a).

2Our hurdle model implementation is based on code developed by Geoff Hurdock: https://geoffruddock.com/
building-a-hurdle-regression-estimator-in-scikit-learn/
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Human name Model name Feature set Algorithm PCA
Baseline Random
Forest

fatalities002_baseline_rf qs_baseline Random forest regressor,
XGBoost implementation

False

Conflict History
Random Forest

fatalities002_conflicthistory
_rf

qs_conflict_historyRandom forest regressor,
XGBoost implementation

False

Conflict History
Gradient Boosting

fatalities002_conflicthistory
_gbm

qs_conflict Gradient boosting regressor False

Conflict History
Hurdle

fatalities002_conflict-
history_hurdle_lgb

qs_conflict Hurdle model with Light gra-
dient boost classifier and re-
gressor

False

Conflict History
XGBoost

fatalities002_conflicthistory
_long_xgb

qs_conflict_long Random forest regressor,
XGBoost implementation

False

Democracy Hur-
dle

fatalities002_vdem_hurdle
_xgb

qs_vdem_short Hurdle model with XGBoost
classifier and regressor

False

Development In-
dicators Random
Forest

fatalities002_wdi_rf qs_wdi_short Random forest regressor,
XGBoost implementation

False

News Topics Ran-
dom Forest

fatalities002_topics_rf qs_topics Random forest regressor,
XGBoost implementation

False

News Topics Gra-
dient Boosting

fatalities002_topics_xgb qs_topics Gradient boosting regressor False

News Topics Hur-
dle

fatalities002_topics_hurdle
_lgb

qs_topics Hurdle model with Light gra-
dient boost classifier and re-
gressor

False

Combined Ex-
tended Random
Forest

fatalities002_joint_broad_rf qs_joint_broad Random forest regressor,
XGBoost implementation

False

Combined Ex-
tended Hurdle

fatalities002_joint_broad
_hurdle_rf

qs_joint_broad Hurdle model with Random
forest classifier and regressor

False

Combined Narrow
Random Forest

fatalities002_joint_narrow
_xgb

qs_joint_narrow Random forest regressor,
XGBoost implementation

False

Combined Narrow
Hurdle

fatalities002_joint_narrow
_hurdle_xgb

qs_joint_narrow Hurdle model with XGBoost
classifier and regressor

False

Combined Narrow
Hurdle

fatalities002_joint_narrow
_hurdle_lgb

qs_joint_narrow Hurdle model with Light gra-
dient boost classifier and re-
gressor

False

All Features Ran-
dom Forest

fatalities002_all_pca3_xgb qs_all_features Random forest regressor,
XGBoost implementation

True

Water and Agri-
culture Random
Forest

fatalities002_aquastat_rf qs_aquastat Random forest regressor,
XGBoost implementation

False

Food Security
Random Forest

fatalities002_faostat_rf qs_faostat Random forest regressor,
XGBoost implementation

False

Food Prices Ran-
dom Forest

fatalities002_faoprices_rf qs_faoprices Random forest regressor,
XGBoost implementation

False

GDP Random
Forest

fatalities002_imfweo_rf qs_imfweo Random forest regressor,
XGBoost implementation

False

Combined Narrow
Hurdle

fatalities002_Markov_glm qs_joint_narrow Markov model using logistic
and linear regression

False

Combined Narrow
Random Forest

fatalities002_Markov_rf qs_joint_narrow Markov model with Random
forest classifier and regressor

False

Table 3. Models and Algorithms Country Level
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Human name Model name Feature set Algorithm PCA
Baseline Light
Gradient Boosting

fatalities002_pgm_baseline
_lgbm

qs_baseline Light gradient boosting re-
gressor

False

Extended Conflict
History Light Gra-
dient Boosting

fatalities002_pgm_conflictlong
_lgbm

qs_conflict_long Light gradient boosting re-
gressor

False

Extended Conflict
History Hurdle

fatalities002_pgm_conflictlong
_hurdle _lgbm

qs_conflict_long Hurdle model with Light gra-
dient boost classifier and re-
gressor

False

Drought Hurdle fatalities002_pgm_escwa_drought
_hurdle_lgbm

qs_escwa_drought Hurdle model with Light gra-
dient boost classifier and re-
gressor

False

Drough Light
Gradient Boosting

fatalities002_pgm_escwa
_drought_lgbm

qs_escwa_drought Light gradient boosting re-
gressor

False

Natural and Social
Geography Hurdle

fatalities002_pgm_natsoc_hurdle
_lgbm

qs_natsoc Hurdle model with Light gra-
dient boost classifier and re-
gressor

False

Natural and Social
Geography Light
Gradient Boosting

fatalities002_pgm_natsoc_lgbm qs_natsoc Light gradient boosting re-
gressor

False

Combined Ex-
tended Hurdle

fatalities002_pgm_broad_hurdle
_lgbm

qs_broad Hurdle model with Light gra-
dient boost classifier and re-
gressor

False

Combined Ex-
tended Light
Gradient Boosting

fatalities002_pgm_broad_lgbm qs_broad Light gradient boosting re-
gressor

False

Conflict History
XGBoost

fatalities002_pgm_conflict_history
_xgb

qs_conf_history Random forest regressor,
XGBoost implementation

False

Tree Lag Conflict
History Hurdle

fatalities002_pgm_conflict _tree-
lag_hurdle

qs_treelag Hurdle regressor False

Space Time Con-
flict History Hur-
dle

fatalities002_pgm_conflict_sptime
_dist_hurdle

qs_sptime_dist Hurdle regressor False

Table 4. Models and Algorithms PRIO-GRID Level

5 Change history

5.1 Fatalities002

Only minor changes were made for model definitions transitioning to the Fatalities002 model version,
limited to renaming and restructuring parts of the source code.

5.2 Fatalities001

The first version of the Fatalities model was introduced in (Hegre et al., 2022) and developed with funding
support from UK FCDO. Model definitions for Fatalities001 can be found in the FCDO_predicting_fatalities
repository
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5.3 ViEWS-ESCWA

The VIEWS system was expanded to cover the Middle East (including Turkey and Iran) thanks to funding
from the UN ESCWA Theisen et al. (2021).

5.4 ViEWS2020

ViEWS2020 was introduced (Hegre et al., 2021). This update introduced a new infrastructure for training,
evaluating, and weighting models that allowed for more optimal combining of models into ensembles and
a number of new forecasting models that contributed to improve overall performance, in particular with
respect to effectively classifying high- and low-risk cases.

5.5 ViEWS2018

The first version of the ViEWS early warning system, the ‘ViEWS2018’ version launched in July 2018
(Hegre et al., 2019). This first version of VIEWS used a dynamic simulation procedure (for more details
see (Hegre et al., 2016)) to predict conflict probability.
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